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205B Solutions

HW 1, #4

Binomial case:

E[etX ] =
∑n

i=0

(
n
xi

)
pxi(1− p)n−xietxi

=
∑n

i=0

(
n
xi

)
(pet)xi(1− p)n−xi

And by the binomial theorem, we have E[etX ] = φX(t) = (pet + (1− p))n

Poisson case:

E[etX ] =
∑∞

x=0(
e−λλx

x!
)(etx)

= e−λ
∑∞

x=0
(λet)x

x!

The sum is in the form of the series expansion for ex. So:

E[etX ] = φX(t) = e−λeλe
t

= eλe
t−λ = eλ(e

t−1)



HW 3, #8

First find a complete, sufficient statistic:

fθ(x1, ..., xn) = ( 1
2θ

)n when θ < xi < θ for all i and 0 otherwise.

If max |Xi| < θ, we know that −θ < xi < θ for all i.

So fθ(x1, ..., xn) = ( 1
2θ

)nI(max |Xi| < θ)

max |Xi| is a sufficient statistic by the Factorization Theorem. Is it complete?

Xi ∼ U(−θ, θ), so |Xi| ∼ U(0, θ).

And then Pr(max |Xn| ≤ y) = (
∫ t
0

1
θ
dx)n = (y

θ
)n.

So the distribution of Y = max |Xi| is f(y) = nyn−1

θn

Assume E[gθ(Y )] = 0 for all θ and an arbitrary function g.

This means
∫ θ
0
g(y)ny

n−1

θn
dy = 0 for all θ.

=⇒
∫ θ
0
g(y)yn−1dy = 0 ∀ θ

=⇒ d
dθ

∫ θ
0
g(y)yn−1dy = 0 ∀ θ

=⇒ g(θ)θn−1 = 0 ∀ θ.

This is true only if g(θ) = 0 for all θ. So the statistic T (x) = max |Xi| is complete and suffi-
cient.

If we can find a function φ such that E[φ(T )] = θ then by Lehmann-Scheffe φ(T ) will be UMVUE.

First look at the expected value of T :

E[T ] =
∫ θ
0
y ny

n−1

θn
dy = n

θn

∫ θ
0
yndy = n

θn
[y
n+1

n+1
]θ0 = nθ

n+1

So this means if we set φ(T ) = n+1
n
T , E[φ(T )] = θ.

And by Lehmann-Scheffe n+1
n

max |Xi| is the UMVUE of θ.


